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Figure 13. The solid black line is the EBL calculated by the fiducial extrapolation of the galaxy-SED-type fractions for z > 1. Empty symbols are direct
measurements: 0.3, 0.555, 0.814 µm by Bernstein (2007); 1.43, 1.53, 1.63, 1.73, 1.83, 1.93, 2.03, 2.14, 2.24, 2.34, 2.44, 2.54, 2.88, 2.98, 3.07, 3.17, 3.28,
3.38, 3.48, 3.58, 3.68, 3.78, 3.88, 3.98 µm by Matsumoto et al. (2005) using Infrared Telescope in Space (IRTS); 1.25, 2.2 µm (slightly shifted for clarity) by
Cambrésy et al. (2001); 2.2, 2.5 µm by Gorjian, Wright & Chary (2000); 60, 100 µm by Finkbeiner, Davis & Schlegel (2000) all these using Diffuse Infrared
Background Experiment (DIRBE); 65, 90, 140 (slightly shifted for clarity), 160 µm by Matsuura et al. (2010) using AKARI; 100, 140, 240 µm by Lagache
et al. (2000); 140 (slightly shifted for clarity), 240 µm by Schlegel, Finkbeiner & Davis (1998); 140, 240 µm by Hauser et al. (1998) all these using FIRAS.
Filled symbols are galaxy-count data, usually considered lower limits: 0.1530, 0.2310 µm by Xu et al. (2005) using GALEX; 0.1595, 0.2365 µm by Gardner
et al. (2000) using HST and Space Telescope Imaging Spectrograph; 0.36, 0.45, 0.67, 0.81, 1.1, 1.6 (slightly shifted for clarity), 2.2 µm (slightly shifted for
clarity) by Madau & Pozzetti (2000) using HST and ground-based telescopes; 1.25, 1.60, 2.12 µm by Keenan et al. (2010) using Subaru; 3.6 µm by Levenson
& Wright (2008); 3.6, 4.5, 5.8, 8.0 µm by Fazio et al. (2004) with a re-analysis of the last point by FRV08, all of these using IRAC; 15 µm by Metcalfe
et al. (2003) using Infrared Space Observatory; 15 µm by Hopwood et al. (2010) using AKARI; 24 µm by Papovich et al. (2004) and Chary et al. (2004); 24
(slightly shifted for clarity), 70, 160 µm by Béthermin et al. (2010) using MIPS; 71.4 µm by Frayer et al. (2006) using MIPS; 100, 160 µm by Berta et al.
(2010) using Herschel. The coloured solid lines (Aharonian et al. 2006; Mazin & Raue 2007; Albert et al. 2008) are upper limits from γ -ray astronomy using
different blazars (see Section 5 for details). The dot–dashed blue line and the dashed red line are the predictions from the models by FRV08 and GSPD10,
respectively. Uncertainties in our EBL estimation are shown with a shadow area. These EBL uncertainties include the uncertainties in Schechter parameters of
the LF by C10, photometric errors in the galaxy catalogue, χ2

red cuts applied and extrapolations of the galaxy-SED-type fractions for z > 1 (see Section 4.1).
The envelope of the shadow region within the dashed line at wavelengths above 24 µm shows the region where there is no photometry in our galaxy catalogue.
The EBL uncertainties are thoroughly discussed in Section 6.1.

Another important observable is the buildup of the local intensi-
ties for different wavelengths. This is the fraction of the local EBL
at a given wavelength that was already in place at a given redshift.
This is shown in Fig. 15 for several wavelengths. As an example,
we see that ∼70 per cent of the local EBL at λ = 0.445 and 2.2 µm
comes from z < 1, 50 per cent of the EBL below ∼180 µm was
already in place at z = 1, but it is only ∼40 per cent at 240 µm. It is
significant that the EBL at shorter wavelengths mostly come from
sources at much lower redshifts than the larger ones (see Lagache,
Puget & Dole 2005).

Fig. 16 shows a comparison between the EBL buildup for our
model, FRV08, GSPD10 and the observational work by LeFloc’h
et al. (2009) based on data from MIPS at 24 µm up to z ∼ 1.5
in the Cosmological Evolution Survey (COSMOS) field. The main
contribution to the EBL at 24 µm comes from star-forming and
starburst-type galaxies. This region of the SEDs is highly dependent

on the non-smooth PAH features. We observe a general agreement,
but reach a factor of 40 per cent difference at z ∼ 1.2 for the fiducial
extrapolation. The uncertainties here are large (see Section 6.1).

5 γ -RAY ATTENUATION

5.1 γ -ray attenuation from this EBL model: theoretical
background

The EBL has important implications for the interpretation of data
taken using recent VHE experiments (the Fermi satellite, Gehrels &
Michelson 1999; IACTs, such as Major Atmospheric Gamma Imag-
ing Cherenkov (MAGIC), Very Energetic Radiation Imaging Tele-
scope Array Systems (VERITAS) and High Energy Stereoscopic
System (HESS); Lorenz 2004; Weekes et al. 2002; Hinton 2004,
respectively), due to the photon–photon pair production between
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Figure 13. The solid black line is the EBL calculated by the fiducial extrapolation of the galaxy-SED-type fractions for z > 1. Empty symbols are direct
measurements: 0.3, 0.555, 0.814 µm by Bernstein (2007); 1.43, 1.53, 1.63, 1.73, 1.83, 1.93, 2.03, 2.14, 2.24, 2.34, 2.44, 2.54, 2.88, 2.98, 3.07, 3.17, 3.28,
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Cambrésy et al. (2001); 2.2, 2.5 µm by Gorjian, Wright & Chary (2000); 60, 100 µm by Finkbeiner, Davis & Schlegel (2000) all these using Diffuse Infrared
Background Experiment (DIRBE); 65, 90, 140 (slightly shifted for clarity), 160 µm by Matsuura et al. (2010) using AKARI; 100, 140, 240 µm by Lagache
et al. (2000); 140 (slightly shifted for clarity), 240 µm by Schlegel, Finkbeiner & Davis (1998); 140, 240 µm by Hauser et al. (1998) all these using FIRAS.
Filled symbols are galaxy-count data, usually considered lower limits: 0.1530, 0.2310 µm by Xu et al. (2005) using GALEX; 0.1595, 0.2365 µm by Gardner
et al. (2000) using HST and Space Telescope Imaging Spectrograph; 0.36, 0.45, 0.67, 0.81, 1.1, 1.6 (slightly shifted for clarity), 2.2 µm (slightly shifted for
clarity) by Madau & Pozzetti (2000) using HST and ground-based telescopes; 1.25, 1.60, 2.12 µm by Keenan et al. (2010) using Subaru; 3.6 µm by Levenson
& Wright (2008); 3.6, 4.5, 5.8, 8.0 µm by Fazio et al. (2004) with a re-analysis of the last point by FRV08, all of these using IRAC; 15 µm by Metcalfe
et al. (2003) using Infrared Space Observatory; 15 µm by Hopwood et al. (2010) using AKARI; 24 µm by Papovich et al. (2004) and Chary et al. (2004); 24
(slightly shifted for clarity), 70, 160 µm by Béthermin et al. (2010) using MIPS; 71.4 µm by Frayer et al. (2006) using MIPS; 100, 160 µm by Berta et al.
(2010) using Herschel. The coloured solid lines (Aharonian et al. 2006; Mazin & Raue 2007; Albert et al. 2008) are upper limits from γ -ray astronomy using
different blazars (see Section 5 for details). The dot–dashed blue line and the dashed red line are the predictions from the models by FRV08 and GSPD10,
respectively. Uncertainties in our EBL estimation are shown with a shadow area. These EBL uncertainties include the uncertainties in Schechter parameters of
the LF by C10, photometric errors in the galaxy catalogue, χ2

red cuts applied and extrapolations of the galaxy-SED-type fractions for z > 1 (see Section 4.1).
The envelope of the shadow region within the dashed line at wavelengths above 24 µm shows the region where there is no photometry in our galaxy catalogue.
The EBL uncertainties are thoroughly discussed in Section 6.1.
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Figure 2. Spectral energy distribution of a few blazars as observed with Fermi/
LAT. The best-fit broken power law and a power law with the double-absorber
models are shown by the dashed and solid lines, respectively.
(A color version of this figure is available in the online journal.)

photon index Γ, and normalization as free parameters. The
“lines” were redshifted by the appropriate 1 + z factor. The
fits give statistically significant detections of absorption with
a good χ2 for 3C 454.3, PKS 1502+106, PKS 0454–234, and
RGB J0920+446 (see Table 2 and Figure 2). Upper limits on
absorption for PKS 1510–08, PKS 2022–07, and TXS 1520+319
are significantly smaller than the absorption optical depth for
3C 454.3. There are no significant constraints for 3C 273. The
quality of the fits with the absorption model is about the same
as with the broken power-law model with the same number of
parameters. In fact, the absorption model is less flexible as the
energy, where the power-law spectrum breaks, is fixed.

4. DISCUSSION AND SUMMARY

The GeV breaks observed in blazars are well described by
γ -ray absorption via photon–photon pair production on He ii
and H i recombination continuum photons. In RGB J0920+446,
the absorption is seen only at high energies with the break
energy Ebreak corresponding to the pair-production threshold
on hydrogen recombination photons, while in other cases
the break is close to the threshold for the absorption on
He ii recombination continuum. The exact position of the
break depends on the ionization parameter that determines the
contribution of metals and affects the position of the centroid
of the 50 eV complex. If τHe is small, then the break shifts to
19 GeV as observed in RGB J0920+446.

A rather large ratio of the fitted optical depths τHe/τH ∼ 1/4
implies that the γ -ray emitting region has to lie within the high-
ionization zone of the BLR with log ξ > 2. For the brightest
γ -ray object in our sample, 3C 454.3, with its accretion
luminosity of about 1047 erg s−1 (Smith et al. 1988), the high-
ionization zone should be within about 0.1 pc. This corresponds
to about 103 Schwarzschild radii for an ∼109 M⊙ central black
hole (Bonnoli et al. 2010). At such a distance, the luminosity in
the 50 eV complex can be as small as ∼1044 erg s−1, a per mille
of the accretion luminosity, to provide the necessary opacity
with τHe ∼ 6 (see Equation (2)).

The opacity measured above 20 GeV and the Lyα luminosity
of 1045 erg s−1 observed in 3C 454.3 (Wills et al. 1995)

allow us to estimate the Lyα emission zone size. Taking the
recombination continuum luminosity equal to that of Lyα and
using Equation (2) we get RLyα = 2 ± 1 pc, which indicates
that absorption at these energies happens at a larger distance
than absorption by He ii photons.

The constraints obtained on the γ -ray emission site imply
that the jet is already accelerated to a relativistic velocity within
a thousand gravitational radii. It also strongly constrains the
mechanisms for γ -ray production. The possible sources of
soft photons for Comptonization in the jet are the accretion
disk (Dermer & Schlickeiser 1993) and the BLR (Sikora et al.
1994). As a source of photons, the dust emission at 10 pc scale
(Błażejowski et al. 2000; Sikora et al. 2008) cannot be important.

Let us also remark that the GeV photons absorbed in the
BLR produce electron–positron pairs which, spiraling in the
magnetic field, radiate away their energy isotropically. This
emission cannot compete with the beamed emission from the jet,
but can contribute to the high-energy emission of radio galaxies
observed at large angles to the jet axis (see, e.g., Roustazadeh
Sh. & Boettcher 2010).

Our interpretation of the GeV breaks implies that additional
breaks (depressions) at 0.3–0.7 GeV produced by the soft X-ray
lines within the high-ionization zone should be seen, once the
photon statistics is high enough. The γ -ray spectroscopy can
be used as a powerful tool for studying the extreme-UV and
soft X-ray emission in the quasars’ vicinity, which is otherwise
hidden from us by interstellar absorption.
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Internal γγ absorption 

PRELIMINARY 

Our analysis:  stacked residuals 
(adjusted for redshift) of best fit model 
for sources from Poutanen & Stern 
(2010).  No evidence for absorption. 
 
 
Similar conclusions by Costamante et 
al. (2017, in preparation). 

The Astrophysical Journal, 794:8 (7pp), 2014 October 10 Stern & Poutanen
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Figure 3. Examples of the photon spectrum transmitted through the BLR of
various ionizations and optical depths. The incident spectrum (dashed black line)
is taken as a power law of photon index Γ = 2. The total photon column density
corresponds to τT = 10 in all cases. Transmission function exp(−τγ γ (E)) for
different log ξ is shown by different lines: 0.5 (red long-dashed), 1.0 (green
dot-dashed), 1.5 (blue short-dashed), 2.0 (pink dotted), and 2.5 (black solid).
(A color version of this figure is available in the online journal.)

replacing Lline by LBLR and E0 by the mean photon energy of the
BLR:

E = 1
Nph

∫
E0Nph(E0)dE0. (4)

As an illustration we present the results of absorption of
a power-law spectrum by the BLR of different ionizations
in Figure 3 fixing the total BLR photon column density at
Nph = 1.5 × 1025 cm−2, which corresponds to τT = 10. For
the considered τT, the flux drops at most by a factor of 3–4.5
depending on ξ , corresponding to the maximum optical depth
of about 1.1–1.5. Note that the transmitted spectrum in the
range from 30 GeV to 1 TeV has nearly the same slope as the
intrinsic one at larger ξ , because the opacity is nearly constant
in this range. The opacity drops at energies above 1 TeV and
the spectrum recovers. We see that the He ii LyC breaks at
5 GeV are more pronounced at high ionizations log ξ > 1.5,
while the H LyC breaks are seen at any log ξ . This allowed
Poutanen & Stern (2010) to introduce a simpler double-absorber
model for γ -ray opacity, where the BLR spectrum is replaced
by the strongest emission features of H and He ii LyC. For low
ionization, one can even consider only a single absorber due to
the H LyC.

4. RESULTS

4.1. Detection of GeV Breaks

The results of the spectral fits for 3C 454.3, all objects of
Group 2, and the stacked spectra are presented in Table 2, and
some of them are shown in Figures 4 and 5. The best-fit model
for all objects except 3C 454.3 and 4C +21.35 is that of the
BLR emission with lower ionization degree log ξ = 1.5. In this
ionization state, the contribution by He ii absorption is small
and one can see from Table 2 that the double-absorber model
H+He ii LyC does not improve the fits with respect to the single
H LyC absorber. This means that in most spectra there is no
sign of He ii LyC absorption. The exceptions are 3C 454.3 and
4C +21.35 (PKS 1222+21) where the presence of He ii absorp-
tion is detected at the ∼3σ level. The best-fit model for absorber
in these sources is BLR emission with log ξ = 2.5. In the stacked
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Figure 4. Redshift-corrected Fermi/LAT spectra of individual bright blazars and
their best-fit model of the lognormal distribution with absorption by the BLR
(with log ξ = 1.5). The dashed lines show the same lognormal distributions
without absorption.
(A color version of this figure is available in the online journal.)
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Figure 5. Same as Figure 4, but for the stacked rest-frame spectra for the two
samples of blazars from Table 1 for 1740 days of Fermi observations.
(A color version of this figure is available in the online journal.)

spectra of both groups, the situation is similar: the addition of
He ii does not change χ2 significantly.

The typical optical depth, τT, for the best-fit BLR emission
model (mostly with log ξ = 1.5) was measured to between 4
and 20. This corresponds to the maximum optical depth of about
0.4–2.2 (see blue dashed line in Figure 3) and the flux reduction
at ∼100 GeV by a factor of 1.5–9. To estimate the absorption
optical depth that is contributed by H and He ii emission only,
one can consider corresponding optical depths from single- or
double-absorber models (see Table 2, Columns 4 and 6).

Spectra of six of the nine brightest (above 5 GeV) blazars
demonstrate clear absorption breaks dominated by the H LyC
absorption. The significance of these breaks ranges from 2.5σ to
5.5σ . The typical optical depth due to H LyC only is τH ∼ 2–4,
which can be converted directly to the column density of LyC

4

With more data, no evidence for 
absorption at < 10 GeV.  Small (τγγ ~ 1) 
absorption at ~ 10 GeV (Stern & 
Poutanen 2014) 
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Measuring EBL Absorption 

apparent fromFig. 2, it appears difficult to reconcile
the observed feature with an intrinsic character-
istic of the blazars’ spectra.We therefore associate
the spectral feature to the EBL absorption.

At energies≤ 100GeV, gamma rays observed at
Earth and coming from redshift≥ 1 interact mostly
with UV photons of ≥ 5 electron volts. AnUV back-
ground in excess of the light emitted by resolved
galaxies can be produced locally by active galactic
nuclei (AGN) or at higher redshift (z ≈ 7 to 15) by
low-metallicitymassive stars (35). By comparing the
results from the best-fit EBL models, we measured
the UV component of the EBL to have an intensity
of 3(T1) nW m−2 sr−1 at z ≈ 1. A contribution to
the UV background from AGN as large as the one
predicted by (36) (i.e., ≈ 10 nWm−2 sr−1) and used
in the EBLmodel of (22) is thus excluded by our
analysis at high confidence. However, the recent
prediction (37) of theUVbackground from AGN
(≈ 2 nWm−2 sr−1) is in agreement with the Fermi
measurement. Direct measurements of the extra-
galactic UV background are hampered by the
strong dust-scattered Galactic radiation (38). The

agreement between the intensity of the UV back-
ground as measured with Fermi and that due to
galaxies individually resolved by the Hubble
Space Telescope (39) (3 T 1 nW m−2 sr−1 versus
2.9-3.9 nW m−2 sr−1, respectively) shows that the
room for any residual diffuse UVemission is small.
This conclusion is reinforced by the good agree-
ment of the Fermi measurement and the estimate
of the average UV background, at z ≥ 1.7, of 2.2
to 4.0 nW m−2 sr−1 using the proximity effect in
quasar spectra (40).

Zero-metallicity population-III stars or low-
metallicity population-II stars are thought to
be the first stars to form in the universe and
formally marked the end of the dark ages when,
with their UV light, these objects started ion-
izing the intergalactic medium (41). These stars,
whose mass might have exceeded 100 times
the mass of our Sun (M☉), are also believed to
be responsible for creating the first metals and
dispersing them in the intergalactic medium
(42–44). Avery large contribution of population-
III stars to the near-infrared EBL had already been
excluded by (15). Our measurement constrains,
according to (45, 46), the redshift of maximum
formation of low-metallicity stars to be at z ≥ 10
and its peak comoving star-formation rate to be
lower than 0.5M☉Mpc−3 year−1. This upper limit is
already of the same order of the peak star-formation
rate of 0.2 to 0.6 M☉ Mpc−3 year−1 proposed by
(47) and suggests that the peak star-formation rate
might be much lower, as proposed by (48).
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Fig. 2. Absorption feature present in the spectra of
BL Lac objects as a function of increasing redshift
(data points, from top to bottom). The dashed curves
show the attenuation expected for the sample of
sources by averaging, in each redshift and energy bin,
the opacities of the sample [the model of (7) was
used] and multiplying this average by the best-fit
scaling parameter b obtained independently in each
redshift interval. The vertical line shows the critical
energy Ecrit below which ≤ 5%of the source photons
are absorbed by the EBL. The thin solid curve repre-
sents the best-fit model, assuming that all the sources
have an intrinsic exponential cutoff and that blazars
follow the blazar sequence model of (32, 33).

30 NOVEMBER 2012 VOL 338 SCIENCE www.sciencemag.org1192

REPORTS

150 BL Lac Objects 
 
46 months (almost 4 years) of LAT 
data 
 
Three redshift bins 
 
“Pass 7” instrument response 
function 

Ackermann et al. (2012) 



9 

Measuring EBL Absorption 

The fun part: 
Evolution with z 

9

  GeV
10 210 310

γγτ 

3−10

2−10

1−10

1

10

0.03 < z < 0.23

  GeV
10 210 310

γγτ 

3−10

2−10

1−10

1

10

0.44 < z < 0.60

  GeV
10 210 310

γγτ 

3−10

2−10

1−10

1

10

0.89 < z < 0.94

  GeV
10 210 310

γγτ 

3−10

2−10

1−10

1

10

1.38 < z < 1.59

  GeV
10 210 310

γγτ 

3−10

2−10

1−10

1

10

0.23 < z < 0.34

  GeV
10 210 310

γγτ 

3−10

2−10

1−10

1

10

0.60 < z < 0.68

  GeV
10 210 310

γγτ 

3−10

2−10

1−10

1

10

0.94 < z < 1.09

  GeV
10 210 310

γγτ 

3−10

2−10

1−10

1

10

1.60 < z < 2.14

  GeV
10 210 310

γγτ 

3−10

2−10

1−10

1

10

0.34 < z < 0.44

  GeV
10 210 310

γγτ 

3−10

2−10

1−10

1

10

0.69 < z < 0.89

  GeV
10 210 310

γγτ 

3−10

2−10

1−10

1

10

1.10 < z < 1.37

  GeV
10 210 310

γγτ 

3−10

2−10

1−10

1

10

2.15 < z < 3.10Finke et al. 2010

Dominguez et al. 2011

apparent fromFig. 2, it appears difficult to reconcile
the observed feature with an intrinsic character-
istic of the blazars’ spectra.We therefore associate
the spectral feature to the EBL absorption.

At energies≤ 100GeV, gamma rays observed at
Earth and coming from redshift≥ 1 interact mostly
with UV photons of ≥ 5 electron volts. AnUV back-
ground in excess of the light emitted by resolved
galaxies can be produced locally by active galactic
nuclei (AGN) or at higher redshift (z ≈ 7 to 15) by
low-metallicitymassive stars (35). By comparing the
results from the best-fit EBL models, we measured
the UV component of the EBL to have an intensity
of 3(T1) nW m−2 sr−1 at z ≈ 1. A contribution to
the UV background from AGN as large as the one
predicted by (36) (i.e., ≈ 10 nWm−2 sr−1) and used
in the EBLmodel of (22) is thus excluded by our
analysis at high confidence. However, the recent
prediction (37) of theUVbackground from AGN
(≈ 2 nWm−2 sr−1) is in agreement with the Fermi
measurement. Direct measurements of the extra-
galactic UV background are hampered by the
strong dust-scattered Galactic radiation (38). The

agreement between the intensity of the UV back-
ground as measured with Fermi and that due to
galaxies individually resolved by the Hubble
Space Telescope (39) (3 T 1 nW m−2 sr−1 versus
2.9-3.9 nW m−2 sr−1, respectively) shows that the
room for any residual diffuse UVemission is small.
This conclusion is reinforced by the good agree-
ment of the Fermi measurement and the estimate
of the average UV background, at z ≥ 1.7, of 2.2
to 4.0 nW m−2 sr−1 using the proximity effect in
quasar spectra (40).

Zero-metallicity population-III stars or low-
metallicity population-II stars are thought to
be the first stars to form in the universe and
formally marked the end of the dark ages when,
with their UV light, these objects started ion-
izing the intergalactic medium (41). These stars,
whose mass might have exceeded 100 times
the mass of our Sun (M☉), are also believed to
be responsible for creating the first metals and
dispersing them in the intergalactic medium
(42–44). Avery large contribution of population-
III stars to the near-infrared EBL had already been
excluded by (15). Our measurement constrains,
according to (45, 46), the redshift of maximum
formation of low-metallicity stars to be at z ≥ 10
and its peak comoving star-formation rate to be
lower than 0.5M☉Mpc−3 year−1. This upper limit is
already of the same order of the peak star-formation
rate of 0.2 to 0.6 M☉ Mpc−3 year−1 proposed by
(47) and suggests that the peak star-formation rate
might be much lower, as proposed by (48).
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Fig. 2. Absorption feature present in the spectra of
BL Lac objects as a function of increasing redshift
(data points, from top to bottom). The dashed curves
show the attenuation expected for the sample of
sources by averaging, in each redshift and energy bin,
the opacities of the sample [the model of (7) was
used] and multiplying this average by the best-fit
scaling parameter b obtained independently in each
redshift interval. The vertical line shows the critical
energy Ecrit below which ≤ 5%of the source photons
are absorbed by the EBL. The thin solid curve repre-
sents the best-fit model, assuming that all the sources
have an intrinsic exponential cutoff and that blazars
follow the blazar sequence model of (32, 33).
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the luminosity density and EBL energy density are presented in
Section 3. We explore the effects of our EBL model on absorp-
tion of distant γ -rays (Section 4) and conclude with a discussion
on our results and future research (Section 5).

2. FORMALISM

We briefly describe the RDF09 model for background
starlight and our recent improvements which include the emis-
sion from post-main-sequence stars and dust. Integrating over
star formation in this manner is similar to several other models
(e.g., Salamon & Stecker 1998; Dwek et al. 1998; Kneiske et al.
2002, 2004).

2.1. Direct Starlight Emission

Stars with dimensionless mass m = M/M⊙ and age t⋆
are assumed to emit as blackbodies. The photon density of a
blackbody is given by

n⋆(ϵ;m, Θ) = dN

dϵdV
= 8π

λ3
C

ϵ2

exp[ϵ/Θ] − 1
, (1)

where ϵ = hν/mec
2 is the dimensionless photon energy,

λC = h/mec ≈ 2.42 × 10−10 cm is the Compton wavelength,
and Θ = kBT /mec

2 is the dimensionless effective temperature.
The total number of photons emitted per unit energy per unit time
from a star of radius R(m, t⋆) and effective stellar temperature
Θ(m, t⋆) is

Ṅ⋆(ϵ;m, t⋆) = dN

dϵdt
= πR(m, t⋆)2c n⋆(ϵ; Θ(m, t⋆) . (2)

To determine the luminosities and radii of the stars, L(m, t⋆)
and R(m, t⋆), respectively, as well as the time stars spend on
various portions of the Hertzsprung–Russell diagram, we used
the stellar formulae from the appendix of Eggleton et al. (1989).
These formulae approximate the stellar parameters along the
main sequence, the Hertzsprung gap, the giant branch, the
horizontal branch, the asymptotic giant branch, and the white
dwarf phase for stars of solar metallicity. Thus, we assume all
stars emitting since star formation began have solar metallicity.
Note that Equation (A15) of Eggleton et al. (1989), which
describes the luminosity of the base of the giant branch, should
be

LBGB = 2.15M2 + 0.22M5

1 + 1.4 × 10−2M2 + 5 × 10−6M4

(Eggleton et al. 1990). Also, Equation (A22) of Eggleton et al.
(1989), which describes the time a star spends burning helium,
should be

tHe = tMSL0

LHe(M0.42 + 0.8)

(C. Tout & P. Eggleton 2008, private communication). We mod-
ify Equation (A27) of Eggleton et al. (1989), which describes
the luminosity of a white dwarf in our calculations, so that it
reads

L = 40
(t − tWD + 0.1)1.4

in order to avoid a singularity when t = tWD (Hurley et al. 2000).
In the above corrections to Eggleton et al. (1989), we use their
notation, so that M is the star’s mass in units of M⊙, LBGB and
L0 are in units of L⊙, and t, tHe, tMS, and tWD are in units of Myr.

Once a star’s luminosity and radius have been determined, its
temperature can be found by

Θ(m, t⋆) = kBT⊙

mec2

(
L(m, t⋆)

L⊙

)1/4
√

R⊙

R(m, t⋆)
, (3)

where T⊙ = 5777 K is the effective solar temperature, L⊙ =
3.846 × 1033 erg s−1 is the solar luminosity, and R⊙ =
6.96 × 1010 cm is the solar radius.

Observations made from the solar system, which has a small
peculiar velocity with respect to the Hubble flow, are essentially
in the comoving frame. The comoving luminosity density (i.e.,
the luminosity per unit comoving volume, or the emissivity) of
the universe as a function of comoving energy ϵ at a certain
redshift z (in units of, e.g., W Mpc−3) can be found from

ϵ j stars(ϵ; z) = mec
2ϵ2 dN

dt dϵ dV

= mec
2ϵ2fesc(ϵ)

∫ mmax

mmin

dm ξ (m)

×
∫ zmax

z

dz1

∣∣∣∣
dt∗

dz1

∣∣∣∣ ψ(z1) Ṅ⋆(ϵ;m, t⋆(z, z1)).

(4)

The luminosity density is dependent on the initial mass function
(IMF), ξ (m), the comoving SFR density (i.e., the SFR per unit
comoving volume), ψ(z), and the fraction fesc(ϵ) of photons
which escape a galaxy and avoid being absorbed by interstellar
dust. The relationship between cosmic time and redshift is given
by

∣∣∣∣
dt∗

dz

∣∣∣∣ = 1

H0(1 + z)
√

Ωm(1 + z)3 + ΩΛ
, (5)

in a flat ΛCDM cosmology. We assume cosmological parame-
ters H0 = 70 km s−1 Mpc−3, Ωm = 0.3, and ΩΛ = 0.7.

Driver et al. (2008) have applied the dust model of Popescu
& Tuffs (2009) to a survey of ∼105 nearby galaxies from the
Millennium Galaxy Catalog (Allen et al. 2006) to determine the
wavelength-dependent escape fraction of photons in the local
universe. RDF09 have fit this with a series of power laws and
we use this to compute fesc(ϵ). We also assume that any photon
with mec

2ϵ > 13.6 eV is absorbed by galactic and intergalactic
H i gas. These UV photons are not reprocessed in our model,
and we assume their net energy makes a small contribution to
the total EBL intensity.

In this work, we choose the limits of integration mmin = 0.1,
mmax = 100, and zmax = 6, although our EBL intensities and
luminosity density results at low-z are not strongly dependent
on the upper limits. Thus, the model of the stellar component
does not have any adjustable parameters once an IMF and SFR
have been chosen.

To test the accuracy of approximating stars as blackbodies and
the simple Eggleton et al. (1989) stellar formulae, we computed
the spectra of simple stellar populations (SSPs) for various ages
from

Lλ(t⋆) = mec
2ϵ

dN

dt dλ
= m2

ec
4ϵ3

hc

∫ mmax

mmin

dm ξ (m) Ṅ⋆(ϵ;m, t⋆)

(6)
using a Salpeter (1955) IMF, i.e., ξ (m) ∝ m−2.35, from mmin =
0.1 < m < mmax = 100. Equation (6) approximates the
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the luminosity density and EBL energy density are presented in
Section 3. We explore the effects of our EBL model on absorp-
tion of distant γ -rays (Section 4) and conclude with a discussion
on our results and future research (Section 5).

2. FORMALISM

We briefly describe the RDF09 model for background
starlight and our recent improvements which include the emis-
sion from post-main-sequence stars and dust. Integrating over
star formation in this manner is similar to several other models
(e.g., Salamon & Stecker 1998; Dwek et al. 1998; Kneiske et al.
2002, 2004).

2.1. Direct Starlight Emission

Stars with dimensionless mass m = M/M⊙ and age t⋆
are assumed to emit as blackbodies. The photon density of a
blackbody is given by

n⋆(ϵ;m, Θ) = dN

dϵdV
= 8π

λ3
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ϵ2

exp[ϵ/Θ] − 1
, (1)

where ϵ = hν/mec
2 is the dimensionless photon energy,

λC = h/mec ≈ 2.42 × 10−10 cm is the Compton wavelength,
and Θ = kBT /mec

2 is the dimensionless effective temperature.
The total number of photons emitted per unit energy per unit time
from a star of radius R(m, t⋆) and effective stellar temperature
Θ(m, t⋆) is

Ṅ⋆(ϵ;m, t⋆) = dN

dϵdt
= πR(m, t⋆)2c n⋆(ϵ; Θ(m, t⋆) . (2)

To determine the luminosities and radii of the stars, L(m, t⋆)
and R(m, t⋆), respectively, as well as the time stars spend on
various portions of the Hertzsprung–Russell diagram, we used
the stellar formulae from the appendix of Eggleton et al. (1989).
These formulae approximate the stellar parameters along the
main sequence, the Hertzsprung gap, the giant branch, the
horizontal branch, the asymptotic giant branch, and the white
dwarf phase for stars of solar metallicity. Thus, we assume all
stars emitting since star formation began have solar metallicity.
Note that Equation (A15) of Eggleton et al. (1989), which
describes the luminosity of the base of the giant branch, should
be

LBGB = 2.15M2 + 0.22M5

1 + 1.4 × 10−2M2 + 5 × 10−6M4

(Eggleton et al. 1990). Also, Equation (A22) of Eggleton et al.
(1989), which describes the time a star spends burning helium,
should be

tHe = tMSL0

LHe(M0.42 + 0.8)

(C. Tout & P. Eggleton 2008, private communication). We mod-
ify Equation (A27) of Eggleton et al. (1989), which describes
the luminosity of a white dwarf in our calculations, so that it
reads

L = 40
(t − tWD + 0.1)1.4

in order to avoid a singularity when t = tWD (Hurley et al. 2000).
In the above corrections to Eggleton et al. (1989), we use their
notation, so that M is the star’s mass in units of M⊙, LBGB and
L0 are in units of L⊙, and t, tHe, tMS, and tWD are in units of Myr.

Once a star’s luminosity and radius have been determined, its
temperature can be found by

Θ(m, t⋆) = kBT⊙

mec2

(
L(m, t⋆)

L⊙

)1/4
√
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R(m, t⋆)
, (3)

where T⊙ = 5777 K is the effective solar temperature, L⊙ =
3.846 × 1033 erg s−1 is the solar luminosity, and R⊙ =
6.96 × 1010 cm is the solar radius.

Observations made from the solar system, which has a small
peculiar velocity with respect to the Hubble flow, are essentially
in the comoving frame. The comoving luminosity density (i.e.,
the luminosity per unit comoving volume, or the emissivity) of
the universe as a function of comoving energy ϵ at a certain
redshift z (in units of, e.g., W Mpc−3) can be found from

ϵ j stars(ϵ; z) = mec
2ϵ2 dN

dt dϵ dV

= mec
2ϵ2fesc(ϵ)

∫ mmax

mmin

dm ξ (m)

×
∫ zmax

z

dz1

∣∣∣∣
dt∗

dz1

∣∣∣∣ ψ(z1) Ṅ⋆(ϵ;m, t⋆(z, z1)).

(4)

The luminosity density is dependent on the initial mass function
(IMF), ξ (m), the comoving SFR density (i.e., the SFR per unit
comoving volume), ψ(z), and the fraction fesc(ϵ) of photons
which escape a galaxy and avoid being absorbed by interstellar
dust. The relationship between cosmic time and redshift is given
by

∣∣∣∣
dt∗

dz

∣∣∣∣ = 1

H0(1 + z)
√

Ωm(1 + z)3 + ΩΛ
, (5)

in a flat ΛCDM cosmology. We assume cosmological parame-
ters H0 = 70 km s−1 Mpc−3, Ωm = 0.3, and ΩΛ = 0.7.

Driver et al. (2008) have applied the dust model of Popescu
& Tuffs (2009) to a survey of ∼105 nearby galaxies from the
Millennium Galaxy Catalog (Allen et al. 2006) to determine the
wavelength-dependent escape fraction of photons in the local
universe. RDF09 have fit this with a series of power laws and
we use this to compute fesc(ϵ). We also assume that any photon
with mec

2ϵ > 13.6 eV is absorbed by galactic and intergalactic
H i gas. These UV photons are not reprocessed in our model,
and we assume their net energy makes a small contribution to
the total EBL intensity.

In this work, we choose the limits of integration mmin = 0.1,
mmax = 100, and zmax = 6, although our EBL intensities and
luminosity density results at low-z are not strongly dependent
on the upper limits. Thus, the model of the stellar component
does not have any adjustable parameters once an IMF and SFR
have been chosen.

To test the accuracy of approximating stars as blackbodies and
the simple Eggleton et al. (1989) stellar formulae, we computed
the spectra of simple stellar populations (SSPs) for various ages
from

Lλ(t⋆) = mec
2ϵ

dN

dt dλ
= m2

ec
4ϵ3

hc

∫ mmax

mmin

dm ξ (m) Ṅ⋆(ϵ;m, t⋆)

(6)
using a Salpeter (1955) IMF, i.e., ξ (m) ∝ m−2.35, from mmin =
0.1 < m < mmax = 100. Equation (6) approximates the
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the luminosity density and EBL energy density are presented in
Section 3. We explore the effects of our EBL model on absorp-
tion of distant γ -rays (Section 4) and conclude with a discussion
on our results and future research (Section 5).

2. FORMALISM

We briefly describe the RDF09 model for background
starlight and our recent improvements which include the emis-
sion from post-main-sequence stars and dust. Integrating over
star formation in this manner is similar to several other models
(e.g., Salamon & Stecker 1998; Dwek et al. 1998; Kneiske et al.
2002, 2004).

2.1. Direct Starlight Emission

Stars with dimensionless mass m = M/M⊙ and age t⋆
are assumed to emit as blackbodies. The photon density of a
blackbody is given by

n⋆(ϵ;m, Θ) = dN

dϵdV
= 8π

λ3
C

ϵ2

exp[ϵ/Θ] − 1
, (1)

where ϵ = hν/mec
2 is the dimensionless photon energy,

λC = h/mec ≈ 2.42 × 10−10 cm is the Compton wavelength,
and Θ = kBT /mec

2 is the dimensionless effective temperature.
The total number of photons emitted per unit energy per unit time
from a star of radius R(m, t⋆) and effective stellar temperature
Θ(m, t⋆) is

Ṅ⋆(ϵ;m, t⋆) = dN

dϵdt
= πR(m, t⋆)2c n⋆(ϵ; Θ(m, t⋆) . (2)

To determine the luminosities and radii of the stars, L(m, t⋆)
and R(m, t⋆), respectively, as well as the time stars spend on
various portions of the Hertzsprung–Russell diagram, we used
the stellar formulae from the appendix of Eggleton et al. (1989).
These formulae approximate the stellar parameters along the
main sequence, the Hertzsprung gap, the giant branch, the
horizontal branch, the asymptotic giant branch, and the white
dwarf phase for stars of solar metallicity. Thus, we assume all
stars emitting since star formation began have solar metallicity.
Note that Equation (A15) of Eggleton et al. (1989), which
describes the luminosity of the base of the giant branch, should
be

LBGB = 2.15M2 + 0.22M5

1 + 1.4 × 10−2M2 + 5 × 10−6M4

(Eggleton et al. 1990). Also, Equation (A22) of Eggleton et al.
(1989), which describes the time a star spends burning helium,
should be

tHe = tMSL0

LHe(M0.42 + 0.8)

(C. Tout & P. Eggleton 2008, private communication). We mod-
ify Equation (A27) of Eggleton et al. (1989), which describes
the luminosity of a white dwarf in our calculations, so that it
reads

L = 40
(t − tWD + 0.1)1.4

in order to avoid a singularity when t = tWD (Hurley et al. 2000).
In the above corrections to Eggleton et al. (1989), we use their
notation, so that M is the star’s mass in units of M⊙, LBGB and
L0 are in units of L⊙, and t, tHe, tMS, and tWD are in units of Myr.

Once a star’s luminosity and radius have been determined, its
temperature can be found by

Θ(m, t⋆) = kBT⊙

mec2

(
L(m, t⋆)

L⊙

)1/4
√

R⊙

R(m, t⋆)
, (3)

where T⊙ = 5777 K is the effective solar temperature, L⊙ =
3.846 × 1033 erg s−1 is the solar luminosity, and R⊙ =
6.96 × 1010 cm is the solar radius.

Observations made from the solar system, which has a small
peculiar velocity with respect to the Hubble flow, are essentially
in the comoving frame. The comoving luminosity density (i.e.,
the luminosity per unit comoving volume, or the emissivity) of
the universe as a function of comoving energy ϵ at a certain
redshift z (in units of, e.g., W Mpc−3) can be found from

ϵ j stars(ϵ; z) = mec
2ϵ2 dN

dt dϵ dV

= mec
2ϵ2fesc(ϵ)

∫ mmax

mmin

dm ξ (m)

×
∫ zmax

z

dz1

∣∣∣∣
dt∗

dz1

∣∣∣∣ ψ(z1) Ṅ⋆(ϵ;m, t⋆(z, z1)).

(4)

The luminosity density is dependent on the initial mass function
(IMF), ξ (m), the comoving SFR density (i.e., the SFR per unit
comoving volume), ψ(z), and the fraction fesc(ϵ) of photons
which escape a galaxy and avoid being absorbed by interstellar
dust. The relationship between cosmic time and redshift is given
by

∣∣∣∣
dt∗

dz

∣∣∣∣ = 1

H0(1 + z)
√

Ωm(1 + z)3 + ΩΛ
, (5)

in a flat ΛCDM cosmology. We assume cosmological parame-
ters H0 = 70 km s−1 Mpc−3, Ωm = 0.3, and ΩΛ = 0.7.

Driver et al. (2008) have applied the dust model of Popescu
& Tuffs (2009) to a survey of ∼105 nearby galaxies from the
Millennium Galaxy Catalog (Allen et al. 2006) to determine the
wavelength-dependent escape fraction of photons in the local
universe. RDF09 have fit this with a series of power laws and
we use this to compute fesc(ϵ). We also assume that any photon
with mec

2ϵ > 13.6 eV is absorbed by galactic and intergalactic
H i gas. These UV photons are not reprocessed in our model,
and we assume their net energy makes a small contribution to
the total EBL intensity.

In this work, we choose the limits of integration mmin = 0.1,
mmax = 100, and zmax = 6, although our EBL intensities and
luminosity density results at low-z are not strongly dependent
on the upper limits. Thus, the model of the stellar component
does not have any adjustable parameters once an IMF and SFR
have been chosen.

To test the accuracy of approximating stars as blackbodies and
the simple Eggleton et al. (1989) stellar formulae, we computed
the spectra of simple stellar populations (SSPs) for various ages
from

Lλ(t⋆) = mec
2ϵ

dN

dt dλ
= m2

ec
4ϵ3

hc

∫ mmax

mmin

dm ξ (m) Ṅ⋆(ϵ;m, t⋆)

(6)
using a Salpeter (1955) IMF, i.e., ξ (m) ∝ m−2.35, from mmin =
0.1 < m < mmax = 100. Equation (6) approximates the
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the luminosity density and EBL energy density are presented in
Section 3. We explore the effects of our EBL model on absorp-
tion of distant γ -rays (Section 4) and conclude with a discussion
on our results and future research (Section 5).

2. FORMALISM

We briefly describe the RDF09 model for background
starlight and our recent improvements which include the emis-
sion from post-main-sequence stars and dust. Integrating over
star formation in this manner is similar to several other models
(e.g., Salamon & Stecker 1998; Dwek et al. 1998; Kneiske et al.
2002, 2004).

2.1. Direct Starlight Emission

Stars with dimensionless mass m = M/M⊙ and age t⋆
are assumed to emit as blackbodies. The photon density of a
blackbody is given by

n⋆(ϵ;m, Θ) = dN

dϵdV
= 8π

λ3
C

ϵ2

exp[ϵ/Θ] − 1
, (1)

where ϵ = hν/mec
2 is the dimensionless photon energy,

λC = h/mec ≈ 2.42 × 10−10 cm is the Compton wavelength,
and Θ = kBT /mec

2 is the dimensionless effective temperature.
The total number of photons emitted per unit energy per unit time
from a star of radius R(m, t⋆) and effective stellar temperature
Θ(m, t⋆) is

Ṅ⋆(ϵ;m, t⋆) = dN

dϵdt
= πR(m, t⋆)2c n⋆(ϵ; Θ(m, t⋆) . (2)

To determine the luminosities and radii of the stars, L(m, t⋆)
and R(m, t⋆), respectively, as well as the time stars spend on
various portions of the Hertzsprung–Russell diagram, we used
the stellar formulae from the appendix of Eggleton et al. (1989).
These formulae approximate the stellar parameters along the
main sequence, the Hertzsprung gap, the giant branch, the
horizontal branch, the asymptotic giant branch, and the white
dwarf phase for stars of solar metallicity. Thus, we assume all
stars emitting since star formation began have solar metallicity.
Note that Equation (A15) of Eggleton et al. (1989), which
describes the luminosity of the base of the giant branch, should
be

LBGB = 2.15M2 + 0.22M5

1 + 1.4 × 10−2M2 + 5 × 10−6M4

(Eggleton et al. 1990). Also, Equation (A22) of Eggleton et al.
(1989), which describes the time a star spends burning helium,
should be

tHe = tMSL0

LHe(M0.42 + 0.8)

(C. Tout & P. Eggleton 2008, private communication). We mod-
ify Equation (A27) of Eggleton et al. (1989), which describes
the luminosity of a white dwarf in our calculations, so that it
reads

L = 40
(t − tWD + 0.1)1.4

in order to avoid a singularity when t = tWD (Hurley et al. 2000).
In the above corrections to Eggleton et al. (1989), we use their
notation, so that M is the star’s mass in units of M⊙, LBGB and
L0 are in units of L⊙, and t, tHe, tMS, and tWD are in units of Myr.

Once a star’s luminosity and radius have been determined, its
temperature can be found by

Θ(m, t⋆) = kBT⊙

mec2

(
L(m, t⋆)

L⊙

)1/4
√

R⊙

R(m, t⋆)
, (3)

where T⊙ = 5777 K is the effective solar temperature, L⊙ =
3.846 × 1033 erg s−1 is the solar luminosity, and R⊙ =
6.96 × 1010 cm is the solar radius.

Observations made from the solar system, which has a small
peculiar velocity with respect to the Hubble flow, are essentially
in the comoving frame. The comoving luminosity density (i.e.,
the luminosity per unit comoving volume, or the emissivity) of
the universe as a function of comoving energy ϵ at a certain
redshift z (in units of, e.g., W Mpc−3) can be found from

ϵ j stars(ϵ; z) = mec
2ϵ2 dN

dt dϵ dV

= mec
2ϵ2fesc(ϵ)

∫ mmax

mmin

dm ξ (m)

×
∫ zmax

z

dz1

∣∣∣∣
dt∗

dz1

∣∣∣∣ ψ(z1) Ṅ⋆(ϵ;m, t⋆(z, z1)).

(4)

The luminosity density is dependent on the initial mass function
(IMF), ξ (m), the comoving SFR density (i.e., the SFR per unit
comoving volume), ψ(z), and the fraction fesc(ϵ) of photons
which escape a galaxy and avoid being absorbed by interstellar
dust. The relationship between cosmic time and redshift is given
by

∣∣∣∣
dt∗

dz

∣∣∣∣ = 1

H0(1 + z)
√

Ωm(1 + z)3 + ΩΛ
, (5)

in a flat ΛCDM cosmology. We assume cosmological parame-
ters H0 = 70 km s−1 Mpc−3, Ωm = 0.3, and ΩΛ = 0.7.

Driver et al. (2008) have applied the dust model of Popescu
& Tuffs (2009) to a survey of ∼105 nearby galaxies from the
Millennium Galaxy Catalog (Allen et al. 2006) to determine the
wavelength-dependent escape fraction of photons in the local
universe. RDF09 have fit this with a series of power laws and
we use this to compute fesc(ϵ). We also assume that any photon
with mec

2ϵ > 13.6 eV is absorbed by galactic and intergalactic
H i gas. These UV photons are not reprocessed in our model,
and we assume their net energy makes a small contribution to
the total EBL intensity.

In this work, we choose the limits of integration mmin = 0.1,
mmax = 100, and zmax = 6, although our EBL intensities and
luminosity density results at low-z are not strongly dependent
on the upper limits. Thus, the model of the stellar component
does not have any adjustable parameters once an IMF and SFR
have been chosen.

To test the accuracy of approximating stars as blackbodies and
the simple Eggleton et al. (1989) stellar formulae, we computed
the spectra of simple stellar populations (SSPs) for various ages
from

Lλ(t⋆) = mec
2ϵ

dN

dt dλ
= m2

ec
4ϵ3

hc

∫ mmax

mmin

dm ξ (m) Ṅ⋆(ϵ;m, t⋆)

(6)
using a Salpeter (1955) IMF, i.e., ξ (m) ∝ m−2.35, from mmin =
0.1 < m < mmax = 100. Equation (6) approximates the
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the luminosity density and EBL energy density are presented in
Section 3. We explore the effects of our EBL model on absorp-
tion of distant γ -rays (Section 4) and conclude with a discussion
on our results and future research (Section 5).

2. FORMALISM

We briefly describe the RDF09 model for background
starlight and our recent improvements which include the emis-
sion from post-main-sequence stars and dust. Integrating over
star formation in this manner is similar to several other models
(e.g., Salamon & Stecker 1998; Dwek et al. 1998; Kneiske et al.
2002, 2004).

2.1. Direct Starlight Emission

Stars with dimensionless mass m = M/M⊙ and age t⋆
are assumed to emit as blackbodies. The photon density of a
blackbody is given by

n⋆(ϵ;m, Θ) = dN

dϵdV
= 8π

λ3
C

ϵ2

exp[ϵ/Θ] − 1
, (1)

where ϵ = hν/mec
2 is the dimensionless photon energy,

λC = h/mec ≈ 2.42 × 10−10 cm is the Compton wavelength,
and Θ = kBT /mec

2 is the dimensionless effective temperature.
The total number of photons emitted per unit energy per unit time
from a star of radius R(m, t⋆) and effective stellar temperature
Θ(m, t⋆) is

Ṅ⋆(ϵ;m, t⋆) = dN

dϵdt
= πR(m, t⋆)2c n⋆(ϵ; Θ(m, t⋆) . (2)

To determine the luminosities and radii of the stars, L(m, t⋆)
and R(m, t⋆), respectively, as well as the time stars spend on
various portions of the Hertzsprung–Russell diagram, we used
the stellar formulae from the appendix of Eggleton et al. (1989).
These formulae approximate the stellar parameters along the
main sequence, the Hertzsprung gap, the giant branch, the
horizontal branch, the asymptotic giant branch, and the white
dwarf phase for stars of solar metallicity. Thus, we assume all
stars emitting since star formation began have solar metallicity.
Note that Equation (A15) of Eggleton et al. (1989), which
describes the luminosity of the base of the giant branch, should
be

LBGB = 2.15M2 + 0.22M5

1 + 1.4 × 10−2M2 + 5 × 10−6M4

(Eggleton et al. 1990). Also, Equation (A22) of Eggleton et al.
(1989), which describes the time a star spends burning helium,
should be

tHe = tMSL0

LHe(M0.42 + 0.8)

(C. Tout & P. Eggleton 2008, private communication). We mod-
ify Equation (A27) of Eggleton et al. (1989), which describes
the luminosity of a white dwarf in our calculations, so that it
reads

L = 40
(t − tWD + 0.1)1.4

in order to avoid a singularity when t = tWD (Hurley et al. 2000).
In the above corrections to Eggleton et al. (1989), we use their
notation, so that M is the star’s mass in units of M⊙, LBGB and
L0 are in units of L⊙, and t, tHe, tMS, and tWD are in units of Myr.

Once a star’s luminosity and radius have been determined, its
temperature can be found by

Θ(m, t⋆) = kBT⊙

mec2

(
L(m, t⋆)

L⊙

)1/4
√

R⊙

R(m, t⋆)
, (3)

where T⊙ = 5777 K is the effective solar temperature, L⊙ =
3.846 × 1033 erg s−1 is the solar luminosity, and R⊙ =
6.96 × 1010 cm is the solar radius.

Observations made from the solar system, which has a small
peculiar velocity with respect to the Hubble flow, are essentially
in the comoving frame. The comoving luminosity density (i.e.,
the luminosity per unit comoving volume, or the emissivity) of
the universe as a function of comoving energy ϵ at a certain
redshift z (in units of, e.g., W Mpc−3) can be found from

ϵ j stars(ϵ; z) = mec
2ϵ2 dN

dt dϵ dV

= mec
2ϵ2fesc(ϵ)

∫ mmax

mmin

dm ξ (m)

×
∫ zmax

z

dz1

∣∣∣∣
dt∗

dz1

∣∣∣∣ ψ(z1) Ṅ⋆(ϵ;m, t⋆(z, z1)).

(4)

The luminosity density is dependent on the initial mass function
(IMF), ξ (m), the comoving SFR density (i.e., the SFR per unit
comoving volume), ψ(z), and the fraction fesc(ϵ) of photons
which escape a galaxy and avoid being absorbed by interstellar
dust. The relationship between cosmic time and redshift is given
by

∣∣∣∣
dt∗

dz

∣∣∣∣ = 1

H0(1 + z)
√

Ωm(1 + z)3 + ΩΛ
, (5)

in a flat ΛCDM cosmology. We assume cosmological parame-
ters H0 = 70 km s−1 Mpc−3, Ωm = 0.3, and ΩΛ = 0.7.

Driver et al. (2008) have applied the dust model of Popescu
& Tuffs (2009) to a survey of ∼105 nearby galaxies from the
Millennium Galaxy Catalog (Allen et al. 2006) to determine the
wavelength-dependent escape fraction of photons in the local
universe. RDF09 have fit this with a series of power laws and
we use this to compute fesc(ϵ). We also assume that any photon
with mec

2ϵ > 13.6 eV is absorbed by galactic and intergalactic
H i gas. These UV photons are not reprocessed in our model,
and we assume their net energy makes a small contribution to
the total EBL intensity.

In this work, we choose the limits of integration mmin = 0.1,
mmax = 100, and zmax = 6, although our EBL intensities and
luminosity density results at low-z are not strongly dependent
on the upper limits. Thus, the model of the stellar component
does not have any adjustable parameters once an IMF and SFR
have been chosen.

To test the accuracy of approximating stars as blackbodies and
the simple Eggleton et al. (1989) stellar formulae, we computed
the spectra of simple stellar populations (SSPs) for various ages
from

Lλ(t⋆) = mec
2ϵ

dN

dt dλ
= m2

ec
4ϵ3

hc

∫ mmax

mmin

dm ξ (m) Ṅ⋆(ϵ;m, t⋆)

(6)
using a Salpeter (1955) IMF, i.e., ξ (m) ∝ m−2.35, from mmin =
0.1 < m < mmax = 100. Equation (6) approximates the
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the luminosity density and EBL energy density are presented in
Section 3. We explore the effects of our EBL model on absorp-
tion of distant γ -rays (Section 4) and conclude with a discussion
on our results and future research (Section 5).

2. FORMALISM

We briefly describe the RDF09 model for background
starlight and our recent improvements which include the emis-
sion from post-main-sequence stars and dust. Integrating over
star formation in this manner is similar to several other models
(e.g., Salamon & Stecker 1998; Dwek et al. 1998; Kneiske et al.
2002, 2004).

2.1. Direct Starlight Emission

Stars with dimensionless mass m = M/M⊙ and age t⋆
are assumed to emit as blackbodies. The photon density of a
blackbody is given by

n⋆(ϵ;m, Θ) = dN

dϵdV
= 8π

λ3
C

ϵ2

exp[ϵ/Θ] − 1
, (1)

where ϵ = hν/mec
2 is the dimensionless photon energy,

λC = h/mec ≈ 2.42 × 10−10 cm is the Compton wavelength,
and Θ = kBT /mec

2 is the dimensionless effective temperature.
The total number of photons emitted per unit energy per unit time
from a star of radius R(m, t⋆) and effective stellar temperature
Θ(m, t⋆) is

Ṅ⋆(ϵ;m, t⋆) = dN

dϵdt
= πR(m, t⋆)2c n⋆(ϵ; Θ(m, t⋆) . (2)

To determine the luminosities and radii of the stars, L(m, t⋆)
and R(m, t⋆), respectively, as well as the time stars spend on
various portions of the Hertzsprung–Russell diagram, we used
the stellar formulae from the appendix of Eggleton et al. (1989).
These formulae approximate the stellar parameters along the
main sequence, the Hertzsprung gap, the giant branch, the
horizontal branch, the asymptotic giant branch, and the white
dwarf phase for stars of solar metallicity. Thus, we assume all
stars emitting since star formation began have solar metallicity.
Note that Equation (A15) of Eggleton et al. (1989), which
describes the luminosity of the base of the giant branch, should
be

LBGB = 2.15M2 + 0.22M5

1 + 1.4 × 10−2M2 + 5 × 10−6M4

(Eggleton et al. 1990). Also, Equation (A22) of Eggleton et al.
(1989), which describes the time a star spends burning helium,
should be

tHe = tMSL0

LHe(M0.42 + 0.8)

(C. Tout & P. Eggleton 2008, private communication). We mod-
ify Equation (A27) of Eggleton et al. (1989), which describes
the luminosity of a white dwarf in our calculations, so that it
reads

L = 40
(t − tWD + 0.1)1.4

in order to avoid a singularity when t = tWD (Hurley et al. 2000).
In the above corrections to Eggleton et al. (1989), we use their
notation, so that M is the star’s mass in units of M⊙, LBGB and
L0 are in units of L⊙, and t, tHe, tMS, and tWD are in units of Myr.

Once a star’s luminosity and radius have been determined, its
temperature can be found by

Θ(m, t⋆) = kBT⊙

mec2

(
L(m, t⋆)

L⊙

)1/4
√

R⊙

R(m, t⋆)
, (3)

where T⊙ = 5777 K is the effective solar temperature, L⊙ =
3.846 × 1033 erg s−1 is the solar luminosity, and R⊙ =
6.96 × 1010 cm is the solar radius.

Observations made from the solar system, which has a small
peculiar velocity with respect to the Hubble flow, are essentially
in the comoving frame. The comoving luminosity density (i.e.,
the luminosity per unit comoving volume, or the emissivity) of
the universe as a function of comoving energy ϵ at a certain
redshift z (in units of, e.g., W Mpc−3) can be found from

ϵ j stars(ϵ; z) = mec
2ϵ2 dN

dt dϵ dV

= mec
2ϵ2fesc(ϵ)

∫ mmax

mmin

dm ξ (m)

×
∫ zmax

z

dz1

∣∣∣∣
dt∗

dz1

∣∣∣∣ ψ(z1) Ṅ⋆(ϵ;m, t⋆(z, z1)).

(4)

The luminosity density is dependent on the initial mass function
(IMF), ξ (m), the comoving SFR density (i.e., the SFR per unit
comoving volume), ψ(z), and the fraction fesc(ϵ) of photons
which escape a galaxy and avoid being absorbed by interstellar
dust. The relationship between cosmic time and redshift is given
by

∣∣∣∣
dt∗

dz

∣∣∣∣ = 1

H0(1 + z)
√

Ωm(1 + z)3 + ΩΛ
, (5)

in a flat ΛCDM cosmology. We assume cosmological parame-
ters H0 = 70 km s−1 Mpc−3, Ωm = 0.3, and ΩΛ = 0.7.

Driver et al. (2008) have applied the dust model of Popescu
& Tuffs (2009) to a survey of ∼105 nearby galaxies from the
Millennium Galaxy Catalog (Allen et al. 2006) to determine the
wavelength-dependent escape fraction of photons in the local
universe. RDF09 have fit this with a series of power laws and
we use this to compute fesc(ϵ). We also assume that any photon
with mec

2ϵ > 13.6 eV is absorbed by galactic and intergalactic
H i gas. These UV photons are not reprocessed in our model,
and we assume their net energy makes a small contribution to
the total EBL intensity.

In this work, we choose the limits of integration mmin = 0.1,
mmax = 100, and zmax = 6, although our EBL intensities and
luminosity density results at low-z are not strongly dependent
on the upper limits. Thus, the model of the stellar component
does not have any adjustable parameters once an IMF and SFR
have been chosen.

To test the accuracy of approximating stars as blackbodies and
the simple Eggleton et al. (1989) stellar formulae, we computed
the spectra of simple stellar populations (SSPs) for various ages
from

Lλ(t⋆) = mec
2ϵ

dN

dt dλ
= m2

ec
4ϵ3

hc

∫ mmax

mmin

dm ξ (m) Ṅ⋆(ϵ;m, t⋆)

(6)
using a Salpeter (1955) IMF, i.e., ξ (m) ∝ m−2.35, from mmin =
0.1 < m < mmax = 100. Equation (6) approximates the
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model assumed stars emitted as blackbodies, with their temperatures, luminosities, and time

evolution determined from formulae given by Eggleton et al. (1989), which assumes all stars
are of solar metallicity. In the model, we convolved the amount of radiation emitted by stars
with an IMF (ξ(M); Baldry & Glazebrook 2003) and SFRD (ψ(z); Hopkins & Beacom

2006), and includes extinction by dust. The fraction of light that escapes dust absorption
(fesc,dust) was based on the modeling of Driver et al. (2008), and assumed to be independent

of redshift. The escape fraction of photons with energy needed to ionize hydrogen (> 13.6
eV) and escape into intergalactic space, fesc,H, is not relevant for γ-ray absorption by the

EBL (see Fig. 2 right; cf. Oh 2001) and was assumed to be 0.

The CIB was computed assuming all the energy absorbed by dust was re-radiated in

the IR. From this we computed the luminosity density; the model parameters were chosen
to reproduce the luminosity density data available at the time. Then we used the luminosity

density to compute the EBL energy density, or equivalently, intensity, by integrating the
luminosity density over redshift,

uEBL(ϵ; z) =

∫ zmax

z

dz′ j(ϵ; z′)

∣∣∣∣
dt

dz′

∣∣∣∣ , (2)

where zmax is the redshift where star formation began, and |dt/dz| takes into account the

cosmological expansion of the universe. We then used the EBL energy density u(ϵ; z) to
compute the opacity of the universe to γ rays for a source at redshift zs,

τγγ(E, zs) = c

∫ zs

0

dz

∣∣∣∣
dt

dz

∣∣∣∣
∫ ∞

ϵmin

dϵ nEBL(ϵ; z) σγγ(E, ϵ) (3)

for use in γ-ray studies of extragalactic sources such as blazars and gamma-ray bursts, where

nEBL(ϵ; z) = uEBL(ϵ; z)/(mec2ϵ) is the EBL photon number density. In Eqn. (2) and (3) we
have ignored various factors of 1 + z for simplicity; see Finke et al. (2010) for the detailed

equations, which we of course used in all of our calculations.

Gong & Cooray (2013) used a modified version of our EBL model with the LAT EBL

absorption measurements found by Ackermann et al. (2012). They used a Markov Chain
Monte Carlo (MCMC) to fit their version of our model to the data of Ackermann et al.

(2012), varying the dust extinction and SFRD at z > 2. They obtained a (model-dependent)
measurement of the SFRD with large errors at z > 2. After reproducing the result of Gong
& Cooray (2013) to validate our code, we applied a similar MCMC fit (Foreman-Mackey

et al. 2013) with our model to the preliminary γ-ray data described in § 2, i.e., the 744
blazars between z = 0.03 and z = 3.10. Unlike Gong & Cooray (2013), we fit the SFRD

over all redshifts. The results can be seen in Fig. 3 left. This is the first point-source
independent measurement of the SFRD over all redshifts, although it is model-

dependent. The errors are relatively small at low z, but grow at high-z, where they still
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model assumed stars emitted as blackbodies, with their temperatures, luminosities, and time

evolution determined from formulae given by Eggleton et al. (1989), which assumes all stars
are of solar metallicity. In the model, we convolved the amount of radiation emitted by stars
with an IMF (ξ(M); Baldry & Glazebrook 2003) and SFRD (ψ(z); Hopkins & Beacom

2006), and includes extinction by dust. The fraction of light that escapes dust absorption
(fesc,dust) was based on the modeling of Driver et al. (2008), and assumed to be independent

of redshift. The escape fraction of photons with energy needed to ionize hydrogen (> 13.6
eV) and escape into intergalactic space, fesc,H, is not relevant for γ-ray absorption by the

EBL (see Fig. 2 right; cf. Oh 2001) and was assumed to be 0.

The CIB was computed assuming all the energy absorbed by dust was re-radiated in

the IR. From this we computed the luminosity density; the model parameters were chosen
to reproduce the luminosity density data available at the time. Then we used the luminosity

density to compute the EBL energy density, or equivalently, intensity, by integrating the
luminosity density over redshift,

uEBL(ϵ; z) =

∫ zmax

z

dz′ j(ϵ; z′)

∣∣∣∣
dt

dz′

∣∣∣∣ , (2)

where zmax is the redshift where star formation began, and |dt/dz| takes into account the

cosmological expansion of the universe. We then used the EBL energy density u(ϵ; z) to
compute the opacity of the universe to γ rays for a source at redshift zs,

τγγ(E, zs) = c

∫ zs

0

dz

∣∣∣∣
dt

dz

∣∣∣∣
∫ ∞

ϵmin

dϵ nEBL(ϵ; z) σγγ(E, ϵ) (3)

for use in γ-ray studies of extragalactic sources such as blazars and gamma-ray bursts, where

nEBL(ϵ; z) = uEBL(ϵ; z)/(mec2ϵ) is the EBL photon number density. In Eqn. (2) and (3) we
have ignored various factors of 1 + z for simplicity; see Finke et al. (2010) for the detailed

equations, which we of course used in all of our calculations.

Gong & Cooray (2013) used a modified version of our EBL model with the LAT EBL

absorption measurements found by Ackermann et al. (2012). They used a Markov Chain
Monte Carlo (MCMC) to fit their version of our model to the data of Ackermann et al.

(2012), varying the dust extinction and SFRD at z > 2. They obtained a (model-dependent)
measurement of the SFRD with large errors at z > 2. After reproducing the result of Gong
& Cooray (2013) to validate our code, we applied a similar MCMC fit (Foreman-Mackey

et al. 2013) with our model to the preliminary γ-ray data described in § 2, i.e., the 744
blazars between z = 0.03 and z = 3.10. Unlike Gong & Cooray (2013), we fit the SFRD

over all redshifts. The results can be seen in Fig. 3 left. This is the first point-source
independent measurement of the SFRD over all redshifts, although it is model-

dependent. The errors are relatively small at low z, but grow at high-z, where they still
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to vary in our model fits. We use the MCMC code emcee (Foreman-Mackey et al. 2013).

A similar MCMC model fit was done by Gong & Cooray (2013) to the earlier EBL absorp-
tion data from Ackermann et al. (2012). We use the IMF parameterization from Baldry &
Glazebrook (2003).

We use three SFRD paramterizations:

1. The SFRD parameterization from Cole et al. (2001):

ψ(z) = h
a + bz

1 + (z/c)d
, (5)

with free parameters a, b, c, and d. Hubble’s constant H0 = 100h km s−1 Mpc−1. We
use h = 0.7.

2. The SFRD parameterization from Madau & Dickinson (2014):

ψ(z) = a
(1 + z)b

1 + [(1 + z)/c]d
(6)

with free parameters a, b, c, and d.

3. A piecewise SFRD parameterization similar to the one used by Hopkins & Beacom

(2006):

ψ(z) = 10a

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

(1 + z)b z ≤ z1

(1 + z1)b−c(1 + z)c z1 < z ≤ z2

(1 + z1)b−c(1 + z2)c−d(1 + z)d z2 < z ≤ z3

(1 + z1)b−c(1 + z2)c−d(1 + z3)d−e(1 + z)e z3 < z

, (7)

with free parameters a, b, c, d, and e. We fix z1 = 1.0, z2 = 2.75, and z3 = 4.5.

We also use several parameterizations for the dust extinction model, fdust,esc(λ, z):

1. The dust extinction curve from Driver et al. (2008), which was comes from a fit to
the luminosity density data in the local universe. This curve was parameterized by

Razzaque et al. (2009), and we refer the reader to their Equation (15) for details. This
model has no free parameters.

2. The dust extinction parameterization from Gong & Cooray (2013):

fdust,esc(λ, z) = m(1 + z)n + p log10(λ/µm) , (8)

with free parameters m, n, and p.

Do Markov Chain Monte Carlo fit to gamma-ray opacity data. 
 
Use emcee routine (Foreman-Mackey et al. 2013). 
 
Allow star formation rate density parameters (a, b, c, d) to vary: 

all other parameters kept constant. 
 
Similar method to Gong & Cooray (2013). 
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Summary 

We’ve used model fits to these results to make an independent 
measurement of the cosmic SFRD. 
 
Allows us to constrain high-z SFRD more than previous γ-ray 
measurements (Gilmore 2012, Inoue et al. 2014).   
 
Our results consistent with stars alone being able to reionize the 
universe (e.g. Madau et al. 1999, Kistler et al. 2009) 
 
See also:  talk by Kari Helgason today at 14:30 on luminosity 
density measurements 
 
To do: 
 
Different SFR parameterizations (e.g., Madau & Dickenson 2014) 
 
Allow dust model to vary, with different parameterizations  

 (Driver et al. 2008 dust model used so far) 
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the luminosity density and EBL energy density are presented in
Section 3. We explore the effects of our EBL model on absorp-
tion of distant γ -rays (Section 4) and conclude with a discussion
on our results and future research (Section 5).

2. FORMALISM

We briefly describe the RDF09 model for background
starlight and our recent improvements which include the emis-
sion from post-main-sequence stars and dust. Integrating over
star formation in this manner is similar to several other models
(e.g., Salamon & Stecker 1998; Dwek et al. 1998; Kneiske et al.
2002, 2004).

2.1. Direct Starlight Emission

Stars with dimensionless mass m = M/M⊙ and age t⋆
are assumed to emit as blackbodies. The photon density of a
blackbody is given by

n⋆(ϵ;m, Θ) = dN

dϵdV
= 8π

λ3
C

ϵ2

exp[ϵ/Θ] − 1
, (1)

where ϵ = hν/mec
2 is the dimensionless photon energy,

λC = h/mec ≈ 2.42 × 10−10 cm is the Compton wavelength,
and Θ = kBT /mec

2 is the dimensionless effective temperature.
The total number of photons emitted per unit energy per unit time
from a star of radius R(m, t⋆) and effective stellar temperature
Θ(m, t⋆) is

Ṅ⋆(ϵ;m, t⋆) = dN

dϵdt
= πR(m, t⋆)2c n⋆(ϵ; Θ(m, t⋆) . (2)

To determine the luminosities and radii of the stars, L(m, t⋆)
and R(m, t⋆), respectively, as well as the time stars spend on
various portions of the Hertzsprung–Russell diagram, we used
the stellar formulae from the appendix of Eggleton et al. (1989).
These formulae approximate the stellar parameters along the
main sequence, the Hertzsprung gap, the giant branch, the
horizontal branch, the asymptotic giant branch, and the white
dwarf phase for stars of solar metallicity. Thus, we assume all
stars emitting since star formation began have solar metallicity.
Note that Equation (A15) of Eggleton et al. (1989), which
describes the luminosity of the base of the giant branch, should
be

LBGB = 2.15M2 + 0.22M5

1 + 1.4 × 10−2M2 + 5 × 10−6M4

(Eggleton et al. 1990). Also, Equation (A22) of Eggleton et al.
(1989), which describes the time a star spends burning helium,
should be

tHe = tMSL0

LHe(M0.42 + 0.8)

(C. Tout & P. Eggleton 2008, private communication). We mod-
ify Equation (A27) of Eggleton et al. (1989), which describes
the luminosity of a white dwarf in our calculations, so that it
reads

L = 40
(t − tWD + 0.1)1.4

in order to avoid a singularity when t = tWD (Hurley et al. 2000).
In the above corrections to Eggleton et al. (1989), we use their
notation, so that M is the star’s mass in units of M⊙, LBGB and
L0 are in units of L⊙, and t, tHe, tMS, and tWD are in units of Myr.

Once a star’s luminosity and radius have been determined, its
temperature can be found by

Θ(m, t⋆) = kBT⊙

mec2

(
L(m, t⋆)

L⊙

)1/4
√

R⊙

R(m, t⋆)
, (3)

where T⊙ = 5777 K is the effective solar temperature, L⊙ =
3.846 × 1033 erg s−1 is the solar luminosity, and R⊙ =
6.96 × 1010 cm is the solar radius.

Observations made from the solar system, which has a small
peculiar velocity with respect to the Hubble flow, are essentially
in the comoving frame. The comoving luminosity density (i.e.,
the luminosity per unit comoving volume, or the emissivity) of
the universe as a function of comoving energy ϵ at a certain
redshift z (in units of, e.g., W Mpc−3) can be found from

ϵ j stars(ϵ; z) = mec
2ϵ2 dN

dt dϵ dV

= mec
2ϵ2fesc(ϵ)

∫ mmax

mmin

dm ξ (m)

×
∫ zmax

z

dz1

∣∣∣∣
dt∗

dz1

∣∣∣∣ ψ(z1) Ṅ⋆(ϵ;m, t⋆(z, z1)).

(4)

The luminosity density is dependent on the initial mass function
(IMF), ξ (m), the comoving SFR density (i.e., the SFR per unit
comoving volume), ψ(z), and the fraction fesc(ϵ) of photons
which escape a galaxy and avoid being absorbed by interstellar
dust. The relationship between cosmic time and redshift is given
by

∣∣∣∣
dt∗

dz

∣∣∣∣ = 1

H0(1 + z)
√

Ωm(1 + z)3 + ΩΛ
, (5)

in a flat ΛCDM cosmology. We assume cosmological parame-
ters H0 = 70 km s−1 Mpc−3, Ωm = 0.3, and ΩΛ = 0.7.

Driver et al. (2008) have applied the dust model of Popescu
& Tuffs (2009) to a survey of ∼105 nearby galaxies from the
Millennium Galaxy Catalog (Allen et al. 2006) to determine the
wavelength-dependent escape fraction of photons in the local
universe. RDF09 have fit this with a series of power laws and
we use this to compute fesc(ϵ). We also assume that any photon
with mec

2ϵ > 13.6 eV is absorbed by galactic and intergalactic
H i gas. These UV photons are not reprocessed in our model,
and we assume their net energy makes a small contribution to
the total EBL intensity.

In this work, we choose the limits of integration mmin = 0.1,
mmax = 100, and zmax = 6, although our EBL intensities and
luminosity density results at low-z are not strongly dependent
on the upper limits. Thus, the model of the stellar component
does not have any adjustable parameters once an IMF and SFR
have been chosen.

To test the accuracy of approximating stars as blackbodies and
the simple Eggleton et al. (1989) stellar formulae, we computed
the spectra of simple stellar populations (SSPs) for various ages
from

Lλ(t⋆) = mec
2ϵ

dN

dt dλ
= m2

ec
4ϵ3

hc

∫ mmax

mmin

dm ξ (m) Ṅ⋆(ϵ;m, t⋆)

(6)
using a Salpeter (1955) IMF, i.e., ξ (m) ∝ m−2.35, from mmin =
0.1 < m < mmax = 100. Equation (6) approximates the
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the luminosity density and EBL energy density are presented in
Section 3. We explore the effects of our EBL model on absorp-
tion of distant γ -rays (Section 4) and conclude with a discussion
on our results and future research (Section 5).

2. FORMALISM

We briefly describe the RDF09 model for background
starlight and our recent improvements which include the emis-
sion from post-main-sequence stars and dust. Integrating over
star formation in this manner is similar to several other models
(e.g., Salamon & Stecker 1998; Dwek et al. 1998; Kneiske et al.
2002, 2004).

2.1. Direct Starlight Emission

Stars with dimensionless mass m = M/M⊙ and age t⋆
are assumed to emit as blackbodies. The photon density of a
blackbody is given by

n⋆(ϵ;m, Θ) = dN

dϵdV
= 8π

λ3
C

ϵ2

exp[ϵ/Θ] − 1
, (1)

where ϵ = hν/mec
2 is the dimensionless photon energy,

λC = h/mec ≈ 2.42 × 10−10 cm is the Compton wavelength,
and Θ = kBT /mec

2 is the dimensionless effective temperature.
The total number of photons emitted per unit energy per unit time
from a star of radius R(m, t⋆) and effective stellar temperature
Θ(m, t⋆) is

Ṅ⋆(ϵ;m, t⋆) = dN

dϵdt
= πR(m, t⋆)2c n⋆(ϵ; Θ(m, t⋆) . (2)

To determine the luminosities and radii of the stars, L(m, t⋆)
and R(m, t⋆), respectively, as well as the time stars spend on
various portions of the Hertzsprung–Russell diagram, we used
the stellar formulae from the appendix of Eggleton et al. (1989).
These formulae approximate the stellar parameters along the
main sequence, the Hertzsprung gap, the giant branch, the
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dwarf phase for stars of solar metallicity. Thus, we assume all
stars emitting since star formation began have solar metallicity.
Note that Equation (A15) of Eggleton et al. (1989), which
describes the luminosity of the base of the giant branch, should
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LBGB = 2.15M2 + 0.22M5

1 + 1.4 × 10−2M2 + 5 × 10−6M4

(Eggleton et al. 1990). Also, Equation (A22) of Eggleton et al.
(1989), which describes the time a star spends burning helium,
should be

tHe = tMSL0

LHe(M0.42 + 0.8)

(C. Tout & P. Eggleton 2008, private communication). We mod-
ify Equation (A27) of Eggleton et al. (1989), which describes
the luminosity of a white dwarf in our calculations, so that it
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L = 40
(t − tWD + 0.1)1.4

in order to avoid a singularity when t = tWD (Hurley et al. 2000).
In the above corrections to Eggleton et al. (1989), we use their
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Θ(m, t⋆) = kBT⊙

mec2

(
L(m, t⋆)

L⊙

)1/4
√

R⊙

R(m, t⋆)
, (3)
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model assumed stars emitted as blackbodies, with their temperatures, luminosities, and time

evolution determined from formulae given by Eggleton et al. (1989), which assumes all stars
are of solar metallicity. In the model, we convolved the amount of radiation emitted by stars
with an IMF (ξ(M); Baldry & Glazebrook 2003) and SFRD (ψ(z); Hopkins & Beacom

2006), and includes extinction by dust. The fraction of light that escapes dust absorption
(fesc,dust) was based on the modeling of Driver et al. (2008), and assumed to be independent

of redshift. The escape fraction of photons with energy needed to ionize hydrogen (> 13.6
eV) and escape into intergalactic space, fesc,H, is not relevant for γ-ray absorption by the

EBL (see Fig. 2 right; cf. Oh 2001) and was assumed to be 0.

The CIB was computed assuming all the energy absorbed by dust was re-radiated in

the IR. From this we computed the luminosity density; the model parameters were chosen
to reproduce the luminosity density data available at the time. Then we used the luminosity

density to compute the EBL energy density, or equivalently, intensity, by integrating the
luminosity density over redshift,

uEBL(ϵ; z) =

∫ zmax

z

dz′ j(ϵ; z′)

∣∣∣∣
dt

dz′

∣∣∣∣ , (2)

where zmax is the redshift where star formation began, and |dt/dz| takes into account the

cosmological expansion of the universe. We then used the EBL energy density u(ϵ; z) to
compute the opacity of the universe to γ rays for a source at redshift zs,

τγγ(E, zs) = c

∫ zs

0

dz

∣∣∣∣
dt

dz

∣∣∣∣
∫ ∞

ϵmin

dϵ nEBL(ϵ; z) σγγ(E, ϵ) (3)

for use in γ-ray studies of extragalactic sources such as blazars and gamma-ray bursts, where

nEBL(ϵ; z) = uEBL(ϵ; z)/(mec2ϵ) is the EBL photon number density. In Eqn. (2) and (3) we
have ignored various factors of 1 + z for simplicity; see Finke et al. (2010) for the detailed

equations, which we of course used in all of our calculations.

Gong & Cooray (2013) used a modified version of our EBL model with the LAT EBL

absorption measurements found by Ackermann et al. (2012). They used a Markov Chain
Monte Carlo (MCMC) to fit their version of our model to the data of Ackermann et al.

(2012), varying the dust extinction and SFRD at z > 2. They obtained a (model-dependent)
measurement of the SFRD with large errors at z > 2. After reproducing the result of Gong
& Cooray (2013) to validate our code, we applied a similar MCMC fit (Foreman-Mackey

et al. 2013) with our model to the preliminary γ-ray data described in § 2, i.e., the 744
blazars between z = 0.03 and z = 3.10. Unlike Gong & Cooray (2013), we fit the SFRD

over all redshifts. The results can be seen in Fig. 3 left. This is the first point-source
independent measurement of the SFRD over all redshifts, although it is model-

dependent. The errors are relatively small at low z, but grow at high-z, where they still
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Fig. 2.— left: Stacked residuals, in the source frame, with respect to the best fitting EBL

attenuated model for the FSRQs in the Poutanen & Stern (2010) sample. Right: Gamma-ray
absorption optical depth from the EBL model of Finke et al. (2010) for fesc,H = 0.0 (solid

curves) and fesc,H = 0.2 (dashed curves) for various redshifts, as indicated on the plot. All
curves are optically thin (τγγ < 1) for E < 10 GeV.

As we use the γ-ray spectrum for blazars exposed for over 9 years by the LAT, during
which time sources exhibit changes in flux by several orders of magnitude, one might expect
this to have an effect on the measured absorption. However, our analysis shows that this

does not pose a problem. We performed a time resolved analysis in time bins derived from
a Bayesian Block analysis similar to the one used in the Third Hard Source Catalog (Ajello

et al. 2017). In each time bin the intrinsic spectrum was modeled independently. The data
from each time bin were used to constrain the EBL independently, and the results for all
the time bins were combined; these results were virtually identical to what was found when

using the exposure over the entire 9 years.

We expect our updated γ-ray EBL measurement to be submitted to a refereed journal
later this year; however, extracting the maximum amount of information from this measure-
ment requires a detailed modeling effort. The work described in this section has been funded

by NASA Fermi GI grants, but these did not include funding for modeling work.

3. EBL Model

Shortly after the launch of Fermi, the PI and his collaborators (Razzaque et al. 2009;
Finke et al. 2010) created an EBL model that, despite its relative simplicity, does a good job

of reproducing the observed γ-ray absorption optical depth of the universe (Fig. 1). This
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Figure 2. Spectral energy distribution of a few blazars as observed with Fermi/
LAT. The best-fit broken power law and a power law with the double-absorber
models are shown by the dashed and solid lines, respectively.
(A color version of this figure is available in the online journal.)

photon index Γ, and normalization as free parameters. The
“lines” were redshifted by the appropriate 1 + z factor. The
fits give statistically significant detections of absorption with
a good χ2 for 3C 454.3, PKS 1502+106, PKS 0454–234, and
RGB J0920+446 (see Table 2 and Figure 2). Upper limits on
absorption for PKS 1510–08, PKS 2022–07, and TXS 1520+319
are significantly smaller than the absorption optical depth for
3C 454.3. There are no significant constraints for 3C 273. The
quality of the fits with the absorption model is about the same
as with the broken power-law model with the same number of
parameters. In fact, the absorption model is less flexible as the
energy, where the power-law spectrum breaks, is fixed.

4. DISCUSSION AND SUMMARY

The GeV breaks observed in blazars are well described by
γ -ray absorption via photon–photon pair production on He ii
and H i recombination continuum photons. In RGB J0920+446,
the absorption is seen only at high energies with the break
energy Ebreak corresponding to the pair-production threshold
on hydrogen recombination photons, while in other cases
the break is close to the threshold for the absorption on
He ii recombination continuum. The exact position of the
break depends on the ionization parameter that determines the
contribution of metals and affects the position of the centroid
of the 50 eV complex. If τHe is small, then the break shifts to
19 GeV as observed in RGB J0920+446.

A rather large ratio of the fitted optical depths τHe/τH ∼ 1/4
implies that the γ -ray emitting region has to lie within the high-
ionization zone of the BLR with log ξ > 2. For the brightest
γ -ray object in our sample, 3C 454.3, with its accretion
luminosity of about 1047 erg s−1 (Smith et al. 1988), the high-
ionization zone should be within about 0.1 pc. This corresponds
to about 103 Schwarzschild radii for an ∼109 M⊙ central black
hole (Bonnoli et al. 2010). At such a distance, the luminosity in
the 50 eV complex can be as small as ∼1044 erg s−1, a per mille
of the accretion luminosity, to provide the necessary opacity
with τHe ∼ 6 (see Equation (2)).

The opacity measured above 20 GeV and the Lyα luminosity
of 1045 erg s−1 observed in 3C 454.3 (Wills et al. 1995)

allow us to estimate the Lyα emission zone size. Taking the
recombination continuum luminosity equal to that of Lyα and
using Equation (2) we get RLyα = 2 ± 1 pc, which indicates
that absorption at these energies happens at a larger distance
than absorption by He ii photons.

The constraints obtained on the γ -ray emission site imply
that the jet is already accelerated to a relativistic velocity within
a thousand gravitational radii. It also strongly constrains the
mechanisms for γ -ray production. The possible sources of
soft photons for Comptonization in the jet are the accretion
disk (Dermer & Schlickeiser 1993) and the BLR (Sikora et al.
1994). As a source of photons, the dust emission at 10 pc scale
(Błażejowski et al. 2000; Sikora et al. 2008) cannot be important.

Let us also remark that the GeV photons absorbed in the
BLR produce electron–positron pairs which, spiraling in the
magnetic field, radiate away their energy isotropically. This
emission cannot compete with the beamed emission from the jet,
but can contribute to the high-energy emission of radio galaxies
observed at large angles to the jet axis (see, e.g., Roustazadeh
Sh. & Boettcher 2010).

Our interpretation of the GeV breaks implies that additional
breaks (depressions) at 0.3–0.7 GeV produced by the soft X-ray
lines within the high-ionization zone should be seen, once the
photon statistics is high enough. The γ -ray spectroscopy can
be used as a powerful tool for studying the extreme-UV and
soft X-ray emission in the quasars’ vicinity, which is otherwise
hidden from us by interstellar absorption.
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Our analysis:  stacked residuals 
(adjusted for redshift) of best fit model 
for sources from Poutanen & Stern 
(2010).  No evidence for absorption. 
 
 
Similar conclusions by Costamante et 
al. (2017, in preparation). 
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Figure 3. Examples of the photon spectrum transmitted through the BLR of
various ionizations and optical depths. The incident spectrum (dashed black line)
is taken as a power law of photon index Γ = 2. The total photon column density
corresponds to τT = 10 in all cases. Transmission function exp(−τγ γ (E)) for
different log ξ is shown by different lines: 0.5 (red long-dashed), 1.0 (green
dot-dashed), 1.5 (blue short-dashed), 2.0 (pink dotted), and 2.5 (black solid).
(A color version of this figure is available in the online journal.)

replacing Lline by LBLR and E0 by the mean photon energy of the
BLR:

E = 1
Nph

∫
E0Nph(E0)dE0. (4)

As an illustration we present the results of absorption of
a power-law spectrum by the BLR of different ionizations
in Figure 3 fixing the total BLR photon column density at
Nph = 1.5 × 1025 cm−2, which corresponds to τT = 10. For
the considered τT, the flux drops at most by a factor of 3–4.5
depending on ξ , corresponding to the maximum optical depth
of about 1.1–1.5. Note that the transmitted spectrum in the
range from 30 GeV to 1 TeV has nearly the same slope as the
intrinsic one at larger ξ , because the opacity is nearly constant
in this range. The opacity drops at energies above 1 TeV and
the spectrum recovers. We see that the He ii LyC breaks at
5 GeV are more pronounced at high ionizations log ξ > 1.5,
while the H LyC breaks are seen at any log ξ . This allowed
Poutanen & Stern (2010) to introduce a simpler double-absorber
model for γ -ray opacity, where the BLR spectrum is replaced
by the strongest emission features of H and He ii LyC. For low
ionization, one can even consider only a single absorber due to
the H LyC.

4. RESULTS

4.1. Detection of GeV Breaks

The results of the spectral fits for 3C 454.3, all objects of
Group 2, and the stacked spectra are presented in Table 2, and
some of them are shown in Figures 4 and 5. The best-fit model
for all objects except 3C 454.3 and 4C +21.35 is that of the
BLR emission with lower ionization degree log ξ = 1.5. In this
ionization state, the contribution by He ii absorption is small
and one can see from Table 2 that the double-absorber model
H+He ii LyC does not improve the fits with respect to the single
H LyC absorber. This means that in most spectra there is no
sign of He ii LyC absorption. The exceptions are 3C 454.3 and
4C +21.35 (PKS 1222+21) where the presence of He ii absorp-
tion is detected at the ∼3σ level. The best-fit model for absorber
in these sources is BLR emission with log ξ = 2.5. In the stacked
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Figure 4. Redshift-corrected Fermi/LAT spectra of individual bright blazars and
their best-fit model of the lognormal distribution with absorption by the BLR
(with log ξ = 1.5). The dashed lines show the same lognormal distributions
without absorption.
(A color version of this figure is available in the online journal.)
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Figure 5. Same as Figure 4, but for the stacked rest-frame spectra for the two
samples of blazars from Table 1 for 1740 days of Fermi observations.
(A color version of this figure is available in the online journal.)

spectra of both groups, the situation is similar: the addition of
He ii does not change χ2 significantly.

The typical optical depth, τT, for the best-fit BLR emission
model (mostly with log ξ = 1.5) was measured to between 4
and 20. This corresponds to the maximum optical depth of about
0.4–2.2 (see blue dashed line in Figure 3) and the flux reduction
at ∼100 GeV by a factor of 1.5–9. To estimate the absorption
optical depth that is contributed by H and He ii emission only,
one can consider corresponding optical depths from single- or
double-absorber models (see Table 2, Columns 4 and 6).

Spectra of six of the nine brightest (above 5 GeV) blazars
demonstrate clear absorption breaks dominated by the H LyC
absorption. The significance of these breaks ranges from 2.5σ to
5.5σ . The typical optical depth due to H LyC only is τH ∼ 2–4,
which can be converted directly to the column density of LyC

4

With more data, no evidence for 
absorption at < 10 GeV.  Small (τγγ ~ 1) 
absorption at ~ 10 GeV (Stern & 
Poutanen 2014) 
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