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Method: We are developing a novel framework using machine 
learning techniques with automatic feature selection 
algorithms for gamma-ray object classification.  

Results: Using Random Forest (RF) algorithm for feature           
selection, we can improve the performance of classifying (a) 
pulsars/AGNs (accuracy >98%) and (b) young pulsar/MSPs 
(accuracy > 95%)  in comparison with previous work.



1. Conventional classifications require some knowledge of the gamma-ray 
properties of different classes of objects which can be far from 
complete in view of the relatively short history of gamma-ray 
astronomy. 

2. Instead of relying on a prior knowledge, automatic classification let the 
data “speak for themselves” and generate the classification model. 

3. In the previous attempt of classifying gamma-ray sources with machine 
learning techniques (e.g. Saz Parkinson et al. 2016 ApJ 820 8), the 
power of automatic feature selection has not be fully exploited.  

4. By coupling the classifiers with automatic feature selection algorithms, 
we aim to 

                     i) Improving the prediction accuracy 
                    ii) Provide a more cost-effective prediction model 
                   iii) Enhancing the discovery power in data mining 
                     



Pulsars vs AGNs

Comparisons of ROC 
curves for PSR/AGN 
classifications based 
on our model (red) 
and Saz Parkinson et 
al. (2016) (black) using 
logistic regression (LR) 
as classifer

Prediction Model    Accuracy  (LR)

Saz Parkinson et al. 
(2016)

          94.9%

   Our work           98.2%

A set of features automatically 
selected in our scheme without 
a prior knowledge and ranked 
accordingly.



Young Pulsar (YNG) vs Millisecond Pulsar (MSP)
Comparisons of ROC 
curves for YNG/MSP 
classification based 
on our model (red) 
and Saz Parkinson et 
al. (2016) (black) 
using logistic 
regression (LR) as 
classifer

Prediction Model    Accuracy  (LR)

Saz Parkinson et al. 
(2016)

          90.7%

   Our work           95.7%

Instead of 11 features adopted in 
Saz Parkinson et al. (2016), only 8 
features are automatically 
selected in our scheme and ranked 
accordingly.


